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Exercise 1

Let ¢ : RE — R U {400} be closed and p— strongly convex. Use the Reciprocity for-
mula to show why the Fenchel conjugate of ¢ must be % strongly convex.

Solution:

Fencel conjugate: ¢*(z*) = sup {z* - = — f(z)}.

z€RN
Completly forgot the Reciprocity formula.

In all the follows, we consider the problem P of minimizing a continuous and p— strongly
convex function f : RY — RonV = {z € RN : Az = b} where A € RM*N and b € RM

Exercise 2

Why can we assure that P has a unique solution?

Solution:

Since fis strongly convex, we see that the minimization problem of f, has a unique
solution. And this minimization problem is given by P.

Exercise 3

Use the first order optimality condition to show that z is a solution of P iff Az = band
there existsj € RM s.t. —ATy € 0f(2). We say (&, ) is an optimal pair.

Since f is continuous, we have d(f + vy) = df + Oy = df + ran(AT). You do not
need to prove this.

Solution:

For a general function 8 : RY — Rwe see that if 3is convex, thenZis a minimum
if0 € 06(z).

Since fis strictly convex, so f + ¢y is is strictly convex we see that there is a unique
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minimizer, which we call Z, so we see that0 € 9(f + tv)(2).

Note that this means that 0 € (9 f+ran(AT))(Z). But we see that dvy (z) = ran(AT) only
ifz € V. Therefore we see that we must havez € Vso Az = b.

Therefore0 € 0f(2) + ran(A”). This means that —ran(AT) € 9f(2).

Note that — AT € —ran(A”) so therefore we get indeed that —ATg € df(2).

In the rest of the exam, we shall establish the convergence of a sequence (g, yx),
constructed from an initial point (2, 30) € RY x RM by iterating

Lh+1

Yr+1
witha > Oand L(z,y) = f(x) +y- (Az —b) = f(z) + (ATy) -2 —y - bfor each (x,y) €
RN x RM.

argmin{L(z,y;) : x € RV}
Y + a(Azg — b)

Exercise 4

Why is x4, well defined?

Solution:

Since f is well-defined, and matrix multiplication is well defined, we see that L(x,y) is
well-defined. Since arg min(K(..)) is only well defined if the thing inside the min brack-
ets is well defined (so K (..)), we see that arg min{L(x,y;) : € R} is well defined.

Exercise 5

Write the optimality condition satisfied by 2. (this comes from the first subitera-
tion).

Solution:

First note that since f is convex, we have that L(z, yy)is convex for a fixed y; on the
set V.

We see that if & € V minimizes f, it also minimizes L(z, yx). Note that L(x, yx) is also
differentiable at .

Therefore we see that since we want that L(Z, yx) < L(x,y)for allz € V', we must
have by Fermat’s rule that VL(Z,yx) - (x — xx) > 0,V € V.

Note that VL(z,yx) = Vf(x) + ATy,. Therefore we must have that (f(z) + ATyy) -
(x —xg) > Ofor allz € V.
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Exercise 6

Show that the dual D of the problem Pismin{h(y) : y € R?} where

hy) = f*(=ATy) +b-y

Solution:

Note that we can write P as f(x)+g¢g(x) where g(x) = vy (x) and f(z) as in the equation.
Therefore we see that the dual is given by

Jnf {F7 (=P "y +g(y)} PeRMY

Take P = A, so then we see that the dual is given by
: f * —AT *
yé%M{f (—A%y) + 9" (y)}

If we can show that ¢*(y) = b -y, we see that we are done.
Since g(z) = vy (x) we see that ¢*(x) = sup{x - z|z € V'}. Note that ifz € V then Az =
b. So we have that g*(x) = sup{z - z|Az = b}.

Exercise 7
LA

Compute Vh and verify that his/—smooth withl =
Solution:

We see that his[— smooth if there exists{ > 0s.t. ||Vh(z) — Vh(y)|| <I||z—yl||,Vz,y €
V. Now let k(y) = —ATy, so we see that h(y) = f*(k(y)) + b - y. Therefore we see
that

Vh(y) =V (Y)lkw) - VE) +b- vy
= V" W)l - —A" +
==V (W)l - AT+ b

Therefore we see that

IVh(2) = VAl = =V f* @)k - AT +b = (=Y f*(@)rey) - AT +D)]|
= [|=AT(V (@) |k — V7 (@)lke)
< [JA[ - [[vf* (fﬂ)lk(z) - Vf (@) k)l

1

Now use question 1. we see that f is g smooth, so f*is i smooth, so we get

mww@m@—Vf@m@nsiwuw—mwn

1 A
_ L ary < 1ALy
7 7
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If we substiute this back we get indeed

A2
19h(z) - Vh(y)] < %Hz _yl

Exercise 8

Show that the sequence (yy) satisfies yp11 = yr — aVh(yx)

Solution:
So it is enough to show that —aVh(yx) = a(Axks1 — b)so Vh(yx) = b — Az
We see that VA(y) = —V[*(z)|,=_ar, - AT + b. Therefore we get that Vh(y,) =

—V f*(2)|,=—ary, -AT+b. Therefore we see that it is enough to show that vV f*(2)|,—_ar,, -
AT = Awpyy. But since I do not see how to work with vV f*(2)1 do not see how to
continue.

Exercise 9

For which values of o can we guarantee that the sequence (xy, yy) converges to an op-
timal pair (Z,y) ask — oo. Express the result in terms of yand || Al|.

Solution:

We see that (zg, yx) — (2,9) ask — ooif ||(Z — xx) + (¥ — i) || 2o,

Furhtermore ify, — gask — oothen we see that ||yri1 — yx|]| — Oask — oc.
So ||—aVh(yy)|| = 0ask — oco.

IA]*

All? All2lal?
| VR(yr+1) — VR(ye)| < THyk_H -yl = %HO‘(A@@—H —b)| = |A[*|al

[Azg iy — 0]

Now use that we want thatz,,; — ZsoAxg,; —b — 0. So we have convergence

if AP0l 1 Therefore wemust have that o < ﬁ-

Exercise 10

What can you say about the convergence rate of this algorithm?

Solution:

The larger we make || A||, the faster this function converges. Note that i is fixed for a
certain f.
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